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ABSTRACT
Detecting frequent elements is among the oldest and most-studied

problems in the area of data streams. Given a stream of 𝑚 data

items in {1, 2, . . . , 𝑛}, the objective is to output items that appear at

least 𝑑 times, for some threshold parameter 𝑑 , and provably opti-

mal algorithms are known today. However, in many applications,

knowing only the frequent elements themselves is not enough:

For example, an Internet router may not only need to know the

most frequent destination IP addresses of forwarded packages, but

also the timestamps of when these packages appeared or any other

meta-data that “arrived” with the packages, e.g., their source IP

addresses.

In this paper, we introduce the witness version of the frequent

elements problem: Given a desired approximation guarantee 𝛼 ≥ 1

and a desired frequency 𝑑 ≤ Δ, where Δ is the frequency of the

most frequent item, the objective is to report an item together

with at least 𝑑/𝛼 timestamps of when the item appeared in the

stream (or any other meta-data that arrived with the items). We

give provably optimal algorithms for both the insertion-only and

insertion-deletion stream settings: In insertion-only streams, we

show that space Õ(𝑛 + 𝑑 · 𝑛
1

𝛼 ) is necessary and sufficient for every

integral 1 ≤ 𝛼 ≤ log𝑛. In insertion-deletion streams, we show that

space Õ( 𝑛 ·𝑑
𝛼2
) is necessary and sufficient, for every 𝛼 ≤

√
𝑛.
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1 INTRODUCTION
The streaming model of computation addresses the fundamental

issue that modern massive data sets are too large to fit into the
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Random-Access Memory (RAM) of modern computers. Typical

examples of such data sets are Internet traffic logs, financial trans-

action streams, and massive graphical data sets, such as the Web

graph and social network graphs. A data streaming algorithm re-

ceives its input piece by piece in a linear fashion and has access to

only a sublinear amount of memory. This prevents the algorithm

from seeing the input in its entirety at any one moment.

The Frequent Elements (FE) (or heavy hitters) problem is among

the oldest and most-studied problems in the area of data streams.

Given a stream 𝑆 = 𝑠1, 𝑠2, . . . , 𝑠𝑚 of length 𝑚 with 𝑠𝑖 ∈ [𝑛], for
some integer 𝑛, the goal is to identify items in [𝑛] that appear at
least 𝑑 = 𝜖𝑚 times, for some 𝜖 > 0. This problem was first solved

by Misra and Gries in 1982 [37] and has since been addressed in

countless research papers (e.g. [8, 10, 11, 14, 17, 21, 31, 33, 36]),

culminating in provably optimal algorithms [10].

However, in many applications, only knowing the frequent items

themselves is insufficient, and additional application-specific data

is required. For example:

• Given a database log, a FE algorithm can be used to detect a

frequently updated (or queried) entry. However, users who

committed these updates (or queries) or the timestamps of

when these updates (or queries) were executed cannot be

reported by such an algorithm.

• Given a stream of friendship updates in a social network

graph, a FE algorithm can detect nodes of large degree (e.g.,

an influencer in a social network). Their neighbours (e.g.,

followers of an influencer), however, cannot be outputted by

such an algorithm.

• Given the traffic log of an Internet router logging times-

tamps, source, and destination IP addresses of forwarded

IP packages, Denial-of-Service attacks can be detected by

identifying distinct frequent elements, that is, frequent target

IP addresses that are requested from many distinct sources

[22]. Here, a (distinct) FE algorithm only reports frequent

target IP addresses and thus potential machines that were

under attack, however, the timestamps of when these attacks

occurred or the source IP addresses from where the attacks

originated remain unknown.

In this paper, we introduce the witness version of the frequent

elements problem, which captures the examples mentioned above.

This problem is formulated as a problem on graphs:

Problem 1 (Freqent Elements with Witnesses (FEwW). In

FEwW(𝑛,𝑑), the input consists of a bipartite graph𝐺 = (𝐴, 𝐵, 𝐸) with
|𝐴| = 𝑛 and |𝐵 | =𝑚 = poly𝑛, and a threshold parameter 𝑑 . We are

given the promise that there is at least one 𝐴-vertex of degree at least

𝑑 . The goal is to output an 𝐴-vertex together with at least 𝑑/𝛼 of its

neighbours, for some approximation factor 𝛼 ≥ 1.

https://doi.org/10.1145/1122445.1122456
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FEwW allows us to model frequent elements problems where,

besides the frequent elements themselves, additional satellite data

that “arrives” togetherwith the input items also needs to be reported.

For example, in the database log example above, database entries can

be regarded as 𝐴-vertices, users as 𝐵-vertices, and updates/queries

as edges connecting entries to users. The incident edges of a node

reported by an algorithm for FEwW can be regarded as a “witness”

that proves that the node is indeed of large degree. The restriction

|𝐵 | = poly𝑛 is only imposed for convenience as it is reasonable and

simplifies the complexity bounds of our algorithms.

Our aim is to solve FEwW in two models of graph streams: In

the insertion-only model, a streaming algorithm receives the edges

of 𝐺 in arbitrary order. In the insertion-deletion model, a streaming

algorithm receives an arbitrary sequence of edge insertion and

deletions. In both models, the objective is to design algorithms with

minimal space.

Formulating FEwW as a graph problem has two advantages:

First, it allows for the same satellite data of different input items.

Second, a streaming algorithm for FEwW can be used to solve the

related Star Detection problem, a subgraph detection problem that

deserves attention in its own right:

Problem 2 (Star Detection). In Star Detection, the input is a
general graph 𝐺 = (𝑉 , 𝐸). The objective is to output the largest star
in𝐺 , i.e., determining a node of largest degree together with its neigh-

bourhood. An 𝛼-approximation algorithm (𝛼 ≥ 1) to Star Detection
outputs a node together with at least Δ/𝛼 of its neighbours, where Δ
is the maximum degree in the input graph.

For example, Star Detection can be used to solve the second

example mentioned above, i.e., finding influencers together with

their followers in social networks.

1.1 Our Results
In this paper, we resolve the space complexity of streaming algo-

rithms for FEwW in both insertion-only and insertion-deletion

streams up to poly-logarithmic factors.

In insertion-only streams, we give an 𝛼-approximation stream-

ing algorithm with space
1

Õ(𝑛 + 𝑛
1

𝛼 𝑑) that succeeds with high

probability
2
, for integral values of 𝛼 ≥ 1 (Theorem 3.2). We

complement this result with a lower bound, showing that space

Ω(𝑛/𝛼2+𝑛
1

𝛼−1𝑑/𝛼2) is necessary for every algorithm that computes

a 𝛼/1.01 approximation, for every integer 𝛼 ≥ 2 (Theorems 4.1
and 4.8). Observe that the latter result also implies a lower bound

of Ω(𝑛/𝛼2 +𝑛
1

𝛼 𝑑/𝛼2) for every 𝛼-approximation algorithm, where

𝛼 is integral. Up to poly-logarithmic factors, our algorithm is thus

optimal for every poly-logarithmic 𝛼 .

In insertion-deletion streams, we give an𝛼-approximation stream-

ing algorithm with space Õ( 𝑑𝑛
𝛼2
) if 𝛼 ≤

√
𝑛, and space Õ(

√
𝑛𝑑
𝛼 ) if

𝛼 >
√
𝑛 that succeeds w.h.p. (Theorem 5.4). We complement our

algorithmwith a lower bound showing that space Ω̃( 𝑑𝑛
𝛼2
) is required

1
We use 𝑂̃ , Θ̃, and Ω̃ to mean 𝑂 , Θ, and Ω (respectively) with poly-log factors

suppressed.

2
We say that an event occurs with high probability (in short: w.h.p.) if it happens with

probability at least 1 − 1

𝑛
, where 𝑛 is a suitable parameter associated with the input

size.

(Theorem 6.4), which renders our algorithm optimal (if 𝛼 ≤
√
𝑛)

up to poly-logarithmic factors.

Our lower bounds translate to Star Detection with parameter

𝑑 = Θ(𝑛), and our algorithms translate to Star Detection by set-

ting 𝑑 = Θ(𝑛) in the space bound and by introducing an addi-

tional log
1+𝜖 𝑛 factor in the space complexities and a 1 + 𝜖 factor

in the approximation ratios (Lemma 3.3). For example, a O(log𝑛)-
approximation to Star Detection can be computed in insertion-only

streams in space Õ(𝑛) (graph streaming algorithms with space Õ(𝑛)
are referred to as semi-streaming algorithms [23]), while such an

approximation would require space Ω̃(𝑛2) in insertion-deletion

streams.

1.2 Techniques
Our insertion-only streaming algorithm for FEwW makes use of

a subroutine that solves the following sampling task: For degree

bounds𝑑1 < 𝑑2 and an integer 𝑠 , compute a uniform random sample

of size 𝑠 of the𝐴-vertices of degree at least𝑑1, and, for every sampled

vertex 𝑎 ∈ 𝐴, compute min{𝑑2, deg(𝑎) −𝑑1 + 1} incident edges to 𝑎.
We say that this task succeeds if there is one sampled node for which

𝑑2 incident edges are computed. We give a streaming algorithm,

denoted Deg-Res-Sampling(𝑑1, 𝑑2, 𝑠), that solves this task, using a

combination of reservoir sampling [38] and degree counts. Next,

we run 𝛼 instances of Deg-Res-Sampling(𝑑1, 𝑑2, 𝑠) in parallel, for

changing parameter 𝑑1 = 𝑖 · 𝑑𝛼 , for 𝑖 = 0, 1, . . . , 𝛼 − 1, and fixed

parameters 𝑑2 = 𝑑
𝛼 and 𝑠 = Θ̃(𝑛1/𝛼 ). It can be seen that run 𝑖

succeeds if the ratio of the number of nodes of degree at least 𝑖 · 𝑑𝛼
to the number of nodes of degree at least (𝑖 + 1) · 𝑑𝛼 in the input

graph is not too large, i.e., in O(𝑛1/𝛼 ). We prove that this condition

is necessarily fulfilled for at least one of the parallel runs.

Our lower bound for insertion-only streams is the most technical

contribution of this paper. We show that a streaming algorithm for

FEwW can be used to solve a new multi-party one-way commu-

nication problem denoted Bit-Vector-Learning, where the bits of

multiple binary strings of different lengths are partitioned among

multiple parties. The last party is required to output enough bits of

at least one of the strings - this is difficult, since the partitioning is

done so that not a single party alone holds enough bits of any of

the strings. We prove a lower bound on the communication com-

plexity of Bit-Vector-Learning via information theoretic arguments,

which then translates to FEwW. A highlight of our technique is the

application of Baranyai’s theorem for colouring complete regular

hypergraphs [7], which allows us to partition and subsequently

quantify the information that is necessarily revealed when solving

Bit-Vector-Learning.

FEwW is much harder to solve in insertion-deletion streams

and requires a different set of techniques. Our insertion-deletion

streaming algorithm employs two sampling strategies: A vertex-

based sampling strategy that succeeds if the input graph is dense

enough, and an edge sampling strategy that succeeds if the input

graph is relatively sparse. We implement both sampling methods

using 𝑙0-sampling techniques [26].

Last, our lower bound for insertion-deletion streams is proved

in the one-way two-party communication model and is conceptu-

ally interesting since it extends the traditional one-way two-party
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Augmented-Index communication problem to a suitable two di-

mensional version that may be of independent interest. Similar to

our lower bound for insertion-only streams, we use information-

theoretic arguments to prove a tight lower bound.

1.3 Further Related Work
As previousy mentioned, the traditional (without witnesses) FE

problem is very well studied, and many algorithms with different

properties are known, including Misra-Gries [37] (see also [20, 28]),

CountSketch [15], Count-min Sketch [17], multi-stage Bloom filters

[11], andmany others [9, 21, 31, 33, 35]. A crucial difference between

the witness and the without witness versions is that the space

complexities behave inversely with regards to the desired frequency

threshold parameter 1 ≤ 𝑑 ≤ 𝑚: Most streaming algorithms for

FE use space proportional to
𝑚
𝑑

(intuitively, the more often an

element appears in the stream, the easier it is to pick it up using

sampling), while the space is trivially Ω(𝑑/𝛼) for FEwW, since at

least𝑑/𝛼 witnesses need to be reported by the algorithm. In terms of

techniques, the two versions therefore have a very different flavour,

and the FEwW problem is perhaps closer in spirit to the literature

on graph streaming algorithms than to the (without witnesses)

frequent elements literature.

Graph streaming algorithms in the insertion-only model have

been studied since more than 20 years [25], and this model is fairly

well understood today (see [34] for an excellent survey). The first

techniques for processing insertion-deletion graph streams were

introduced in a seminal paper by Ahn et al. [1] in 2012. While

many problems, such as Connectivity [1], Spectral Sparsification

[27], and (Δ + 1)-colouring [2], are known to be equally hard in

both the insertion-only and the insertion-deletion settings (up to

a poly-logarithmic factor difference in the space requirements),

only few problems, such as Maximum Matching and Minimum

Vertex Cover, are known to be substantially harder in the insertion-

deletion setting [4, 19, 29]. In this paper, we prove that FEwW and

Star Detection are much harder in the insertion-deletion setting

than in the insertion-only setting, thereby establishing another

separation result between the two models.

Star Detection shares similarities with other subgraph approxi-

mation problems, such asMaximum Independent Set/Maximum

Clique [16, 24], Maximum Matching [4, 19, 23, 29, 30], and Mini-

mum Vertex Cover [19], which can all be solved approximately us-

ing sublinear (in 𝑛2
) space in both the insertion-only and insertion-

deletion settings.

1.4 Outline
We start with notations and definitions in Section 2. This section

also introduces the necessary context on communication complex-

ity needed in this work. In Section 3, we give our insertion-only

streams algorithm, and in Section 4, we present a matching lower

bound. Our algorithm for insertion-deletion streams is given in Sec-

tion 5, and we conclude with a matching lower bound in Section 6.

2 PRELIMINARIES
We consider simple bipartite graphs 𝐺 = (𝐴, 𝐵, 𝐸) with |𝐴| = 𝑛 and

|𝐵 | =𝑚 = poly(𝑛). The maximum degree of an 𝐴-node is denoted

by Δ. We say that a tuple (𝑎, 𝑆) ∈ 𝐴 × 2
𝐵
is a neighbourhood in

𝐺 if 𝑆 ⊆ Γ(𝑎). The size | (𝑎, 𝑆) | of (𝑎, 𝑆) is defined as | (𝑎, 𝑆) | =
|𝑆 |. Using this terminology, the objective of FEwW is to output a

neighbourhood of size at least 𝑑/𝛼 .
Let 𝐴 be a random variable distributed according to D. The

Shannon Entropy of 𝐴 is denoted by 𝐻D (𝐴), or simply 𝐻 (𝐴) if the
distribution D is clear from the context. The mutual information of

two jointly distributed random variables 𝐴, 𝐵 with distribution D
is denoted by 𝐼D (𝐴, 𝐵) := 𝐻D (𝐴) − 𝐻D (𝐴 | 𝐵) (again, D may be

dropped), where 𝐻D (𝐴 | 𝐵) is the entropy of 𝐴 conditioned on 𝐵.

For an overview on information theory we refer the reader to [18].

Communication Complexity
We now provide the necessary context on communication complex-

ity (see [32] for more information).

In the one-way 𝑝-party communication model, for 𝑝 ≥ 2, 𝑝 par-

ties 𝑃1, 𝑃2, . . . , 𝑃𝑝 communicate with each other to jointly solve a

problem. Each party 𝑃𝑖 holds their own private input 𝑋𝑖 and has

access to both private and public random coins. Communication is

one-way: 𝑃1 sends a message𝑀1 to 𝑃2, who then sends a message

𝑀2 to 𝑃3. This process continues until 𝑃𝑝 receives a message𝑀𝑝−1

from 𝑃𝑝−1 and then outputs the result.

The way the parties interact is specified by a communication

protocolΠ. We say thatΠ is an 𝜖-error protocol for a problem Prob if

it is correct with probability 1−𝜖 on any input (𝑋1, 𝑋2, . . . , 𝑋𝑝 ) that
is valid for Prob, where the probability is taken over the randomness

(both private and public) used by the protocol. The communication

cost of Π is the size of the longest message sent by any of the parties,

that is, max1≤𝑖≤𝑝−1{|𝑀𝑖 |}, where |𝑀𝑖 | is the maximum length of

message𝑀𝑖 . The randomized one-way communication complexity

𝑅→𝜖 (Prob) of a problem Prob is the minimum communication cost

among all 𝜖-error protocols Π.
Let D be any input distribution for a specific problem Prob. The

distributional one-way communication complexity of Prob, denoted

𝐷→D,𝜖
(Prob), is the minimum communication cost among all de-

terministic communication protocols for Prob that succeed with

probability at least 1 − 𝜖 , where the probability is taken over the

input distributionD. In order to prove lower bounds on 𝑅→𝜖 (Prob),
by Yao’s lemma it is enough to bound the distributional com-

munication complexity for any suitable input distribution since

𝑅→𝜖 (Prob) = maxD 𝐷→D,𝜖
(Prob). In our lower bound arguments

we will therefore consider deterministic protocols with distribu-

tional error. This is mainly for convenience as this allows us to

disregard public and private coins. We note, however, that with

additional care about private and public coins, our arguments also

directly apply to randomized protocols.

Our lower bound arguments follow the information complexity

paradigm. There are various definitions of information complexity

(e.g. [5, 6, 13]), and for the sake of simplicity we will in fact omit

a precise definition. Information complexity arguments typically

measure the amount of information revealed by a communication

protocol about the inputs of the participating parties. This quantity

is a natural lower bound on the total amount of communication,

since the amount of information revealed cannot exceed the number

of bits exchanged.Wewill follow this approach in that we give lower

bounds on quantities of the form 𝐼D (𝑋𝑖 : 𝑀𝑗 ), for some 𝑗 ≥ 𝑖 + 1.

This then implies a lower bound on the communication complexity
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of a specific problem Prob since 𝐼D (𝑋𝑖 : 𝑀𝑗 ) ≤ 𝐻D (𝑀𝑗 ) ≤ |𝑀𝑗 |
holds for any protocol.

3 ALGORITHM FOR INSERTION-ONLY
STREAMS

Before presenting our algorithm for FEwW in insertion-only streams,

we discuss a sampling subroutine that combines reservoir sampling

with degree counts.

3.1 Degree-based Reservoir Sampling
The subroutine Deg-Res-Sampling(𝑑1, 𝑑2, 𝑠) samples 𝑠 nodes uni-

formly at random from the set of nodes of degree at least 𝑑1,

and for each of these nodes computes a neighbourhood of size

min{𝑑2, deg−𝑑1 + 1}, where deg is the degree of the respective

node. If at least one neighbourhood of size 𝑑2 is found then we say

that the algorithm succeeds and returns an arbitrary neighbourhood

among the stored neighbourhoods of sizes 𝑑2. Otherwise, we say

that the algorithm fails and it reports fail.
This is achieved as follows: While processing the stream of edges,

the degrees of all 𝐴-vertices are maintained. The algorithm main-

tains a reservoir of size 𝑠 that fulfils the invariant that, at any

moment, it contains a uniform sample of size 𝑠 of the set of nodes

whose current degrees are at least 𝑑1 (or, in case there are fewer

than 𝑠 such nodes, it contains all such nodes). To this end, as soon

as the degree of an 𝐴-vertex reaches 𝑑1, the vertex is introduced

into the reservoir with an appropriate probability (and another

vertex is removed if the reservoir is already full), so as to maintain

a uniform sample. Once a vertex is introduced into the reservoir,

incident edges to this vertex are collected until 𝑑2 such edges are

found.

Algorithm 1 Deg-Res-Sampling(𝑑1, 𝑑2, 𝑠)
Require: Integral degree bounds 𝑑1 and 𝑑2, reservoir size 𝑠

1: 𝑅 ← {} {reservoir}, 𝑆 ← {} {collected edges}, 𝑥 ← 0 {counter

for nodes of degree ≥ 𝑑1}

2: while stream not empty do
3: Let 𝑎𝑏 be next edge in stream

4: Increment degree deg(𝑎) by one

5: if deg(𝑎) = 𝑑1 then {candidate to be inserted into reservoir}

6: 𝑥 ← 𝑥 + 1

7: if |𝑅 | < 𝑠 then {reservoir not yet full}

8: 𝑅 ← 𝑅 ∪ {𝑎}
9: else {reservoir full}
10: if Coin( 𝑠

𝑥
) then {insert 𝑎 into reservoir with prob.

𝑠
𝑥 }

11: Let 𝑎′ be a uniform random element in 𝑅

12: 𝑅 ← (𝑅 \ {𝑎′}) ∪ {𝑎}, delete all edges incident to 𝑎′
from 𝑆

13: if 𝑎 ∈ 𝑅 and deg𝑆 (𝑎) < 𝑑2 then {collect edge}

14: 𝑆 ← 𝑆 ∪ {𝑎𝑏}
15: return Arbitrary neighbourhood among those of size 𝑑2 in 𝑆 ,

if there is none return fail

The description of Algorithm 1 assumes that we have a function

Coin(𝑝) to our disposal that outputs true with probability 𝑝 and

false with probability 1 − 𝑝 .

Disregarding the maintenance of the vertex degrees, the algo-

rithm uses space 𝑂 (𝑠𝑑2 log𝑛) since at most 𝑑2 neighbours for each

vertex in the reservoir are stored, and we account space O(log𝑛)
for storing an edge.

Lemma 3.1. Suppose that𝐺 contains at most 𝑛1 𝐴-nodes of degree

at least 𝑑1 and at least 𝑛2 𝐴-nodes of degree at least 𝑑1 +𝑑2 − 1. Then,

Algorithm Deg-Res-Sampling(𝑑1, 𝑑2, 𝑠) succeeds with probability at

least

1 − (1 − 𝑠

𝑛1

)𝑛2 ≥ 1 − 𝑒−
𝑠𝑛

2

𝑛
1 .

Proof. Let 𝐷 ⊆ 𝑉 be the set of vertices of degree at least 𝑑1

(then |𝐷 | ≤ 𝑛1). First, suppose that 𝑑1 ≤ 𝑠 . Then the algorithm

stores all nodes of degree at least 𝑑1 (including all nodes of degree

𝑑1+𝑑2−1) and collects its incident edges (except the first 𝑑1−1 such

edges). Hence, a neighbourhood of size 𝑑2 is necessarily found.

Otherwise, by well-known properties of reservoir sampling (e.g.

[38]), at the end of the algorithm the set 𝑅 constitutes a uniform

random sample of𝐷 of size 𝑠 . The probability that no node of degree

at least 𝑑1 + 𝑑2 − 1 is sampled is at most:(𝑛1−𝑛2

𝑠

)(𝑛1

𝑠

) =
(𝑛1 − 𝑛2)!(𝑛1 − 𝑠)!
(𝑛1 − 𝑛2 − 𝑠)!𝑛1!

=
(𝑛1 − 𝑠) · (𝑛1 − 𝑠 − 1) · . . . · (𝑛1 − 𝑠 − 𝑛2 + 1)

𝑛1 · (𝑛1 − 1) · . . . · (𝑛1 − 𝑛2 + 1)

≤
(
𝑛1 − 𝑠
𝑛1

)𝑛2

= (1 − 𝑠

𝑛1

)𝑛2 ≤ 𝑒
− 𝑠𝑛

2

𝑛
1 .

□

3.2 Main Algorithm
Our main algorithm runs the subroutine presented in the previous

subsection in parallel for multiple different threshold values 𝑑1. We

will prove that the existence of a node of degree 𝑑 implies that at

least one of these runs will succeed with high probability.

Algorithm 2 𝛼-approximation Streaming Algorithm for FEwW

Require: Degree bound 𝑑 , approximation factor 𝛼

𝑠 ← ⌈ln(𝑛) · 𝑛
1

𝛼 ⌉
for 𝑖 = 0 . . . 𝛼 − 1 do in parallel
(𝑎𝑖 , 𝑆𝑖 ) ← Deg-Res-Sampling(max{1, 𝑖 · 𝑑𝛼 },

𝑑
𝛼 , 𝑠)

return Any neighbourhood (𝑎𝑖 , 𝑆𝑖 ) among the successful runs

Theorem 3.2. Suppose that the input graph𝐺 = (𝐴, 𝐵, 𝐸) contains
at least one 𝐴-node of degree at least 𝑑 . For every integral 𝛼 ≥ 2,

Algorithm 2 finds a neighbourhood of size
𝑑
𝛼 with probability at least

1 − 1

𝑛 and uses space

O(𝑛 log𝑛 + 𝑛
1

𝛼 𝑑 log
2 𝑛) .

Proof. Concerning the space bound, the algorithm needs to

keep track of the degrees of all 𝐴-vertices which requires space

𝑂 (𝑛 log𝑛) (using the assumption𝑚 = poly𝑛). The algorithm runs

the subroutine Deg-Res-Sampling (Algorithm 1) 𝛼 times in par-

allel. Each of these runs requires space O(𝑠 · 𝑑𝛼 log𝑛). Besides the
vertex degrees, we thus have an additional space requirement of
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𝑂 (𝑠 · 𝑑 log𝑛) = 𝑂 (𝑛
1

𝛼 𝑑 log
2 𝑛) bits, which justifies the space re-

quirements.

Concerning correctness, let 𝑛0 be the number of 𝐴-nodes of

degree at least 1, and for 𝑖 ≥ 1, let 𝑛𝑖 be the number of 𝐴-nodes of

degree at least 𝑖 · 𝑑𝛼 . Observe that 𝑛 ≥ 𝑛0 ≥ 𝑛1 ≥ 𝑛2 ≥ · · · ≥ 𝑛𝛼 ≥ 1,

where the last inequality follows from the assumption that the input

graph contains at least one 𝐴-node of degree at least 𝑑 .

We will prove that at least one of the runs succeeds with prob-

ability at least 1 − 1

𝑛 . For the sake of a contradiction, assume that

the error probability of every run is strictly larger than
1

𝑛 . Then,

using Lemma 3.1, we obtain for every 0 ≤ 𝑖 ≤ 𝛼 − 1:

𝑒
− 𝑠𝑛𝑖+1

𝑛𝑖 >
1

𝑛
, which implies

𝑛𝑖+1 <
ln(𝑛)𝑛𝑖

𝑠
.

Since 𝑛0 ≤ 𝑛 we obtain:

𝑛𝑖 < 𝑛

(
ln𝑛

𝑠

)𝑖
,

and since 𝑛𝑐 ≥ 1 we have:

1 < 𝑛

(
ln𝑛

𝑠

)𝛼
which implies 𝑠 < 𝑛

1

𝛼 ln𝑛 .

However, since the reservoir size in Algorithm 2 is chosen to be

⌈𝑛
1

𝛼 ln𝑛⌉, we obtain a contradiction. Hence, at least one run suc-

ceeds with probability 1 − 1/𝑛. □

3.3 Extension to Star Detection
Streaming algorithms for FEwW can be used to solve Star Detection

with a small increase in space and approximation ratio.

Lemma 3.3. Let A be a one-pass 𝛼-approximation streaming al-

gorithm for FEwW with space 𝑠 (𝑛,𝑑) that succeeds with probability

1 − 𝛿 . Then there exists a one-pass (1 + 𝜖)𝛼-approximation streaming

algorithm for Star Detection with space O(𝑠 (𝑛, 𝑛) · log
1+𝜖 𝑛) that

succeeds with probability 1 − 𝛿 .

Proof. Let 𝐺 = (𝑉 , 𝐸) be the graph described by the input

stream in an instance of Star Detection. We use O(log
1+𝜖 𝑛) guesses

Δ′ ∈ {1, 1 + 𝜖, (1 + 𝜖)2, . . . , (1 + 𝜖) ⌈log
1+𝜖 𝑛⌉ } for Δ, the maximum

degree in the input graph. For each guess Δ′ we run algorithm

A for FEwW with threshold value 𝑑 = Δ′ on the bipartite graph

𝐻 = (𝑉 ,𝑉 , 𝐸 ′), where for every edge 𝑢𝑣 in the input stream, we

include the two edges 𝑢𝑣 and 𝑣𝑢 into 𝐻 .

Consider the run with the largest value for Δ′ that is not larger
than Δ. Then, Δ′ ≥ Δ/(1 + 𝜖). This run finds a neighbourhood of

size at least Δ′/𝛼 ≥ Δ/(𝛼 (1 + 𝜖)) and thus a large star in 𝐺 . □

The previous result in combination with Theorem 3.2 can be

used to obtain a semi-streaming algorithm for Star Detection (by

using any fixed constant 𝜖 and 𝛼 = log𝑛 in the previous lemma).

Corollary 3.4. There is a semi-streamingO(log𝑛)-approximation

algorithm for Star Detection that succeeds with high probability.

4 LOWER BOUND FOR INSERTION-ONLY
STREAMS

In this section, we first point out that a simple Ω(𝑛/𝛼2) lower bound
follows from the one-way communication complexity of a multi-

party version of the Set-Disjointness problem. Next, we give some

important inequalities involving entropy and mutual information

that are used subsequently. Then, we prove our main lower bound

result of this section. To this end, we first define the multi-party

one-way communication problem Bit-Vector Learning and prove a

lower bound on its communication complexity. We then show that

a streaming algorithm for FEwW yields a protocol for Bit-Vector

Learning, which gives the desired lower bound.

4.1 An Ω(𝑛/𝛼2) Lower Bound via Multi-party
Set-Disjointness

Consider the one-way multi-party version of the well-known Set-

Disjointness problem:

Problem 3 (Set-Disjointness𝑝 ). Set-Disjointness𝑝 is a 𝑝-party

communication problem where every party 𝑖 holds a subset 𝑆𝑖 ⊆ U
of a universeU of size 𝑛. The parties are given the promise that either

their sets are pairwise disjoint, i.e., 𝑆𝑖 ∩𝑆 𝑗 = ∅ for every 𝑖 ≠ 𝑗 , or they

uniquely intersect, i.e., | ∩𝑖 𝑆𝑖 | = 1. The goal is to determine which is

the case.

It is known that every 𝜖-error protocol for Set-Disjointness𝑝
requires a total communication ofΩ(𝑛/𝑝) bits [12]. Since our notion
of one-way multi-party communication complexity measures the

maximum length of any message sent in an optimal protocol, we

obtain:

𝑅→𝜖 (Set-Disjointness𝑝 ) = Ω(𝑛/𝑝2) .
We now argue that an algorithm for FEwW can be used to solve

Set-Disjointness𝑝 .

Theorem 4.1. Every 𝛼/1.01-approximation streaming algorithm

for FEwW(𝑛,𝑑) requires space Ω(𝑛/𝛼2), for any integral 𝛼 and for

any 𝑑 = 𝑘 · 𝛼 , where 𝑘 is a positive integer.

Proof. Let (𝑆1, 𝑆2, . . . , 𝑆𝑝 ) be an instance of Set-Disjointness𝑝 .

For 𝛼 = 𝑝/1.01, let A be an 𝛼-approximation streaming algorithm

for FEwW, and let 𝑑 = 𝑘 · 𝑝 , for some integer 𝑘 ≥ 1. The parties use

A to solve Set-Disjointness𝑝 as follows: The 𝑝-parties construct a

graph 𝐺 = (U, 𝐵, 𝐸) with 𝐵 = [𝑑] and 𝐸 = ∪𝑝
𝑖=1

𝐸𝑖 . Each party 𝑖

translates 𝑆𝑖 into the set of edges 𝐸𝑖 where for each𝑢 ∈ 𝑆𝑖 the edges
{𝑢𝑏 : 𝑏 ∈ {(𝑖−1)𝑑/𝑝+1, . . . , 𝑖𝑑/𝑝}} are included in 𝐸𝑖 . Observe that
Δ = 𝑑/𝑝 = 𝑘 if all sets 𝑆𝑖 are pairwise disjoint, and Δ = 𝑑 = 𝑘 · 𝑝 if

they uniquely intersect. Party 1 now simulates A on their edges 𝐸1,

sends the resulting memory state to party 2 who continues running

A on 𝐸2. This continues until party 𝑝 completes the algorithm. Since

A is a 𝑝/1.01-approximation algorithm, if the sets uniquely intersect,

the output of the algorithm is a neighbourhood of size at least ⌈Δ𝛼 ⌉ =
⌈1.01 ·𝑘⌉ ≥ 𝑘+1. If the sets are disjoint, then no neighbourhood is of

size larger than 𝑘 . The last party can thus distinguish between the

two cases and solve Set-Disjointness𝑝 . Since at least one message

used in the protocol is of length Ω(𝑛/𝑝2), A uses space Ω(𝑛/𝑝2) =
Ω(𝑛/𝛼2).

□
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4.2 Inequalities Involving Entropy and Mutual
Information

In the following, we will use various properties of entropy and

mutual information. The most important ones are listed below: (let

𝐴, 𝐵,𝐶 be jointly distributed random variables)

(1) Chain Rule for Entropy: 𝐻 (𝐴𝐵 | 𝐶) = 𝐻 (𝐴 | 𝐶) + 𝐻 (𝐵 | 𝐴𝐶)
(2) Conditioning reduces Entropy: 𝐻 (𝐴) ≥ 𝐻 (𝐴 | 𝐵) ≥ 𝐻 (𝐴 | 𝐵𝐶)
(3) Chain Rule for Mutual Information: 𝐼 (𝐴 : 𝐵𝐶) = 𝐼 (𝐴 : 𝐵) +

𝐼 (𝐴 : 𝐶 | 𝐵)
(4) Data Processing Inequality:

3
Suppose that 𝐶 is a deterministic

function of 𝐵. Then: 𝐼 (𝐴 : 𝐵) ≥ 𝐼 (𝐴 : 𝐶)
(5) Independent Events: Let 𝐸 be an event independent of 𝐴, 𝐵,𝐶 .

Then: 𝐼 (𝐴 : 𝐵 | 𝐶, 𝐸) = 𝐼 (𝐴 : 𝐵 | 𝐶)
We will also use the following claim: (see Claim 2.3. in [3] for a

proof)

Lemma 4.2. Let 𝐴, 𝐵,𝐶, 𝐷 be jointly distributed random variables

so that 𝐴 and 𝐷 are independent conditioned on 𝐶 . Then: 𝐼 (𝐴 :

𝐵 | 𝐶𝐷) ≥ 𝐼 (𝐴 : 𝐵 | 𝐶).

4.3 Hard Communication Problem: Bit-Vector
Learning

We consider the following one-way 𝑝-party communication game:

Problem 4 (Bit-Vector Learning(𝑝, 𝑛, 𝑘)). Let 𝑋1 = [𝑛] and
for every 2 ≤ 𝑖 ≤ 𝑝 , let 𝑋𝑖 be a uniform random subset of 𝑋𝑖−1

of size 𝑛𝑖 = 𝑛
1− 𝑖−1

𝑝−1
. Furthermore, for every 1 ≤ 𝑖 ≤ 𝑝 and every

1 ≤ 𝑗 ≤ 𝑛, let 𝑌
𝑗
𝑖
∈ {0, 1}𝑘 be a uniform random bit-string if

𝑗 ∈ 𝑋𝑖 , and let 𝑌
𝑗
𝑖
= 𝜖 (the empty string) if 𝑗 ∉ 𝑋𝑖 . For 𝑗 ∈ [𝑛], let

𝑍 𝑗 = 𝑌
𝑗

1
◦ 𝑌 𝑗

2
◦ · · · ◦ 𝑌 𝑗

𝑝 be the bit string obtained by concatenation.

Party 𝑖 holds 𝑋𝑖 and 𝑌𝑖 := 𝑌 1

𝑖
, . . . , 𝑌𝑛

𝑖
. Communication is one way

from party 1 through party 𝑝 and party 𝑝 needs to output an index

𝐼 ∈ [𝑛] and at least 1.01𝑘 bits from string 𝑍 𝐼
.
4

Observe that the previous definition also defines an input dis-

tribution. All subsequent entropy and mutual information terms

refer to this distribution. An example instance of Bit-Vector Learn-

ing(3, 4, 5) is given in Figure 1.

In the following, for a subset 𝑆 ⊆ [𝑛], we will use the nota-

tion 𝑌𝑆
𝑖
, which refers to the strings 𝑌

𝑠1

𝑖
, 𝑌

𝑠2

𝑖
, . . . , 𝑌

𝑠 |𝑆 |
𝑖

, where 𝑆 =

{𝑠1, 𝑠2, . . . , 𝑠 |𝑆 |}.
Observe further that there is a protocol that requires no com-

munication and outputs an index 𝐼 and 𝑘 bits of 𝑍 𝐼
: Party 𝑝 simply

outputs the single element 𝐼 ∈ 𝑋𝑝 together with the bit string 𝑌 𝐼
𝑝 .

As our main result of this section we show that every protocol that

outputs at least 1.01𝑘 bits of any string 𝑍 𝑖
(𝑖 ∈ [𝑛]) needs to send

at least one message of length Ω( 𝑘𝑛
1

𝑝−1

𝑝 ).
Remark: For ease of presentation, we will only consider values

of 𝑛 so that 𝑛
1

𝑝−1
is integral. This condition implies that 𝑛𝑖+1 | 𝑛𝑖

for every 1 ≤ 𝑖 ≤ 𝑝 − 1 since
𝑛𝑖
𝑛𝑖+1

= 𝑛
1

𝑝−1
. The reason for this

3
Technically the data processing inequality is more general, however, the inequality

stated here is sufficient for our purposes.

4
More formally, the output is an index 𝐼 ∈ [𝑛] and a set of tuples

{(𝑖1, 𝑍̃1), (𝑖2, 𝑍̃2), . . . } of size at least 1.01𝑘 with 𝑖 𝑗 ≠ 𝑖𝑘 for every 𝑗 ≠ 𝑘 so that

𝑍 𝐼 [𝑖 𝑗 ] = 𝑍̃ 𝑗 , for every 𝑗 .

Alice

𝑋1 = {1, 2, 3, 4}

𝑌 1

1
= 10010

𝑌 2

1
= 01000

𝑌 3

1
= 01011

𝑌 4

1
= 01111

Bob

𝑋2 = {1, 4}

𝑌 1

2
= 11011

𝑌 2

2
= 𝜖

𝑌 3

2
= 𝜖

𝑌 4

2
= 01010

Charlie

𝑋3 = {4}

𝑌 1

3
= 𝜖

𝑌 2

3
= 𝜖

𝑌 3

3
= 𝜖

𝑌 4

3
= 00011

𝑀1 𝑀2

Figure 1: Example instance of Bit-Vector Learning(3, 4, 5).
Charlie needs to output at least 1.01 · 5 positions (i.e., at least
6 positions) of one of the strings 𝑍 1 = 1001011011, 𝑍 2 = 01000,
𝑍 3 = 01011, or 𝑍 4 = 011110101000011.

restriction is that we will apply Baranyai’s theorem [7], which is

stated as Theorem 4.4 below and requires this property. This can

be avoided using additional case distinctions.

4.4 Lower Bound Proof for Bit-Vector Learning
Fix now an arbitrary deterministic protocol Π for Bit-Vector Learn-

ing(𝑝, 𝑛, 𝑘) with distributional error 𝜖 . Let𝑂𝑢𝑡 = (𝐼 , 𝑍 𝐼 ) denote the
neighbourhood outputted by the protocol. Furthermore, denote by

𝑀𝑖 the message sent from party 𝑖 to party 𝑖 + 1. Throughout this

section let 𝑠 = max𝑖 |𝑀𝑖 |.
Since the last party correctly identifies 1.01𝑘 bits of 𝑍 𝐼

, the mu-

tual information between 𝑍 𝐼
and all random variables known to

the last party, that is, 𝑀𝑝−1, 𝑋𝑝 and 𝑌𝑝 , needs to be large. This is

proved in the next lemma:

Lemma 4.3. We have:

𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑍 𝐼 ) ≥ (1 − 𝜖)1.01𝑘 − 1 .

Proof. We will first bound the term 𝐼 (𝑂𝑢𝑡 : 𝑍 𝐼 ) = 𝐻 (𝑍 𝐼 ) −
𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡). To this end, let 𝐸 be the indicator variable of the event

that the protocol errs. Then, P[𝐸 = 1] ≤ 𝜖 . We have:

𝐻 (𝐸, 𝑍 𝐼 | 𝑂𝑢𝑡) = 𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡) + 𝐻 (𝐸 | 𝑂𝑢𝑡, 𝑍 𝐼 )
= 𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡) , (1)

where we used the chain rule for entropy and the observation that 𝐸

is fully determined by𝑂𝑢𝑡 and𝑍 𝐼
which implies𝐻 (𝐸 |𝑂𝑢𝑡, 𝑍 𝐼 ) = 0.

Furthermore,

𝐻 (𝐸, 𝑍 𝐼 | 𝑂𝑢𝑡) = 𝐻 (𝐸 | 𝑂𝑢𝑡) + 𝐻 (𝑍 𝐼 | 𝐸,𝑂𝑢𝑡)
≤ 1 + 𝐻 (𝑍 𝐼 | 𝐸,𝑂𝑢𝑡) , (2)

using the chain rule for entropy and the bound 𝐻 (𝐸 | 𝑂𝑢𝑡) ≤
𝐻 (𝐸) ≤ 1 (conditioning reduces entropy). From Inequalities 1 and

2 we obtain:

𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡) ≤ 1 + 𝐻 (𝑍 𝐼 | 𝐸,𝑂𝑢𝑡) . (3)

Next, we bound the term 𝐻 (𝑍 𝐼 | 𝐸,𝑂𝑢𝑡) as follows:
𝐻 (𝑍 𝐼 | 𝐸,𝑂𝑢𝑡) = P [𝐸 = 0] 𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡, 𝐸 = 0)

+ P [𝐸 = 1] 𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡, 𝐸 = 1) . (4)

Concerning the term 𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡, 𝐸 = 0), since no error occurs,

𝑂𝑢𝑡 already determines at least 1.01𝑘 bits of 𝑍 𝐼
. We thus have

that 𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡, 𝐸 = 0) ≤ 𝐻 (𝑍 𝐼 ) − 1.01𝑘 . We bound the term
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𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡, 𝐸 = 1) by 𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡, 𝐸 = 1) ≤ 𝐻 (𝑍 𝐼 ) (since condi-
tioning can only decrease entropy). The quantity 𝐻 (𝑍 𝐼 | 𝐸,𝑂𝑢𝑡)
can thus be bounded as follows:

𝐻 (𝑍 𝐼 | 𝐸,𝑂𝑢𝑡) ≤ (1 − 𝜖) (𝐻 (𝑍 𝐼 ) − 1.01𝑘) + 𝜖𝐻 (𝑍 𝐼 )
= 𝐻 (𝑍 𝐼 ) − (1 − 𝜖)1.01𝑘 . (5)

Next, using Inequalities 3 and 5, we thus obtain:

𝐼 (𝑂𝑢𝑡 : 𝑍 𝐼 ) = 𝐻 (𝑍 𝐼 ) − 𝐻 (𝑍 𝐼 | 𝑂𝑢𝑡)
≥ 𝐻 (𝑍 𝐼 ) − 1 − 𝐻 (𝑍 𝐼 | 𝐸,𝑂𝑢𝑡)
≥ 𝐻 (𝑍 𝐼 ) − 1 − (𝐻 (𝑍 𝐼 ) − (1 − 𝜖)1.01𝑘)
= (1 − 𝜖)1.01𝑘 − 1 .

Last, observe that𝑂𝑢𝑡 is a function of𝑀𝑝−1, 𝑋𝑝 , and 𝑌𝑝 . The result

then follows from the data processing inequality. □

Next, since the set 𝑋𝑖 is a uniform random subset of 𝑋𝑖−1, we

will argue in Lemma 4.5 that the message 𝑀𝑖−1 can only contain

a limited amount of information about the bits 𝑌
𝑋𝑖

𝑖−1
. This will be

stated as a suitable conditional mutual information expression that

will be used later. The proof of Lemma 4.5 relies on Baranyai’s

theorem [7], which in its original form states that every complete

regular hypergraph is 1-factorisable, i.e., the set of hyperedges can

be partitioned into 1-factors.We restate this theorem as Theorem 4.4

in a form that is more suitable for our purposes.

Theorem 4.4 (Baranyai’s theorem [7] - rephrased). Let 𝑘, 𝑛

be integers so that 𝑘 | 𝑛. Let 𝑆 ⊆ 2
[𝑛]

be the set consisting of all

subsets of [𝑛] of cardinality 𝑘 . Then there exists a partition of 𝑆 into

|𝑆 | 𝑘𝑛 subsets 𝑆1, 𝑆2, . . . , 𝑆 |𝑆 | 𝑘
𝑛

such that:

(1) |𝑆𝑖 | = 𝑛
𝑘
, for every 𝑖 ,

(2) 𝑆𝑖 ∩ 𝑆 𝑗 = ∅, for every 𝑖 ≠ 𝑗 , and

(3)

⋃
𝑥 ∈𝑆𝑖 𝑥 = [𝑛], for every 𝑖 .

Lemma 4.5. Suppose that 𝑛𝑖 | 𝑛𝑖−1. Then:

𝐼 (𝑀𝑖−1 : 𝑌
𝑋𝑖

𝑖−1
| 𝑋𝑖 ) ≤

𝑛𝑖

𝑛𝑖−1

|𝑀𝑖−1 | .

Proof. First, using Lemma 4.2, we obtain 𝐼 (𝑀𝑖−1 : 𝑌
𝑋𝑖

𝑖−1
| 𝑋𝑖 ) ≤

𝐼 (𝑀𝑖−1 : 𝑌
𝑋𝑖

𝑖−1
| 𝑋𝑖𝑋𝑖−1) (observe that 𝑌𝑋𝑖

𝑖−1
and 𝑋𝑖−1 are indepen-

dent conditioned on 𝑋𝑖 ). Then, using the definition of conditional

mutual information, we rewrite as follows:

𝐼 (𝑀𝑖−1 : 𝑌
𝑋𝑖

𝑖−1
| 𝑋𝑖𝑋𝑖−1)

= E
𝑥𝑖−1←𝑋𝑖−1

E
𝑥𝑖←𝑋𝑖

𝐼 (𝑀𝑖−1 : 𝑌
𝑋𝑖

𝑖−1
| 𝑋𝑖 = 𝑥𝑖 , 𝑋𝑖−1 = 𝑥𝑖−1)

= E
𝑥𝑖−1←𝑋𝑖−1

E
𝑥𝑖←𝑋𝑖

𝐼 (𝑀𝑖−1 : 𝑌
𝑥𝑖
𝑖−1
| 𝑋𝑖−1 = 𝑥𝑖−1) . (6)

Let X(𝑥𝑖−1) be the set of all subsets of 𝑥𝑖−1 of size 𝑛𝑖 . Observe

that the distribution of 𝑋𝑖 is uniform among the elements X(𝑥𝑖−1).
Next, since 𝑛𝑖 | 𝑛𝑖−1, by Baranyai’s theorem [7] as stated in Theo-

rem 4.4, the set X(𝑥𝑖−1) can be partitioned into |X(𝑥𝑖−1) | 𝑛𝑖𝑛𝑖−1

sub-

sets X1 (𝑥𝑖−1),X2 (𝑥𝑖−1), . . . such that ∪𝑥 ∈X𝑗 (𝑥𝑖−1)𝑥 = 𝑥𝑖−1. Denote

the elements of set X𝑗 (𝑥𝑖−1) by 𝑥1

𝑗
, 𝑥2

𝑗
, . . . , 𝑥

𝑛𝑖−1

𝑛𝑖

𝑗
. We thus have:

E
𝑥𝑖←𝑋𝑖

𝐼 (𝑀𝑖−1 : 𝑌
𝑥𝑖
𝑖−1
| 𝑋𝑖−1 = 𝑥𝑖−1)

=
1

|X(𝑥𝑖−1) |
∑︁

𝑥𝑖 ∈X(𝑥𝑖−1)
𝐼 (𝑀𝑖−1 : 𝑌

𝑥𝑖
𝑖−1
| 𝑋𝑖−1 = 𝑥𝑖−1)

=
1

|X(𝑥𝑖−1) |
∑︁

𝑗 ∈[ |X(𝑥𝑖−1) | 𝑛𝑖
𝑛𝑖−1

]

∑︁
ℓ∈[ 𝑛𝑖−1

𝑛𝑖
]
𝐼 (𝑀𝑖−1 : 𝑌

𝑥 ℓ
𝑗

𝑖−1
| 𝑋𝑖−1 = 𝑥𝑖−1)

≤ 1

|X(𝑥𝑖−1) |
∑︁

𝑗 ∈[ |X(𝑥𝑖−1) | 𝑛𝑖
𝑛𝑖−1

]

∑︁
ℓ∈[ 𝑛𝑖−1

𝑛𝑖
]
𝐼 (𝑀𝑖−1 : 𝑌

𝑥 ℓ
𝑗

𝑖−1
| 𝑌

𝑥1

𝑗

𝑖−1
. . .

. . . 𝑌
𝑥 ℓ−1

𝑗

𝑖−1
, 𝑋𝑖−1 = 𝑥𝑖−1)

=
1

|X(𝑥𝑖−1) |
∑︁

𝑗 ∈[ |X(𝑥𝑖−1) | 𝑛𝑖
𝑛𝑖−1

]
𝐼 (𝑀𝑖−1 : 𝑌𝑖−1 | 𝑋𝑖−1 = 𝑥𝑖−1)

=
𝑛𝑖

𝑛𝑖−1

𝐼 (𝑀𝑖−1 : 𝑌𝑖−1 | 𝑋𝑖−1 = 𝑥𝑖−1) , (7)

wherewe used Lemma 4.2 to obtain the first inequality and the chain

rule for mutual information for the subsequent equality. Combining

Inequalities 6 and 7, we obtain:

𝐼 (𝑀𝑖−1 : 𝑌
𝑋𝑖

𝑖−1
| 𝑋𝑖𝑋𝑖−1)

≤ E
𝑥𝑖−1←𝑋𝑖−1

𝑛𝑖

𝑛𝑖−1

𝐼 (𝑀𝑖−1 : 𝑌𝑖−1 | 𝑋𝑖−1 = 𝑥𝑖−1)

=
𝑛𝑖

𝑛𝑖−1

𝐼 (𝑀𝑖−1 : 𝑌𝑖−1 | 𝑋𝑖−1) ≤
𝑛𝑖

𝑛𝑖−1

𝐻 (𝑀𝑖−1) ≤
𝑛𝑖

𝑛𝑖−1

|𝑀𝑖−1 | .

□

The next lemma shows that the last party’s knowledge about

the crucial bits 𝑌
𝑋2

1
, 𝑌

𝑋3

2
, . . . , 𝑌

𝑋𝑝

𝑝−1
is limited.

Lemma 4.6. The following holds: (recall that 𝑠 = max𝑖 |𝑀𝑖 |)

𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑌
𝑋2

1
𝑌
𝑋3

2
. . . 𝑌

𝑋𝑝

𝑝−1
) ≤ 𝑠 (𝑝 − 1)

𝑛
1

𝑝−1

.

Proof. Let 3 ≤ 𝑖 ≤ 𝑝 be an integer. Then:

𝐼 (𝑀𝑖−1𝑋𝑖𝑌𝑖 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖

𝑖−1
)

= 𝐼 (𝑋𝑖𝑌𝑖 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖

𝑖−1
) + 𝐼 (𝑀𝑖−1 : 𝑌

𝑋2

1
. . . 𝑌

𝑋𝑖

𝑖−1
| 𝑋𝑖𝑌𝑖 )

= 0 + 𝐼 (𝑀𝑖−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖

𝑖−1
| 𝑋𝑖 ) , (8)

where we first applied the chain rule, then used that the respec-

tive random variables are independent, and finally eliminated the

conditioning on 𝑌𝑖 , which can be done since all other variables are

independent with 𝑌𝑖 (see Rule 5 in Section 4.2). Next, we apply the

chain rule again, invoke Lemma 4.5, and remove variables from the

conditioning as they are independent with all other variables:

𝐼 (𝑀𝑖−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖

𝑖−1
| 𝑋𝑖 )

= 𝐼 (𝑀𝑖−1 : 𝑌
𝑋𝑖

𝑖−1
| 𝑋𝑖 ) + 𝐼 (𝑀𝑖−1 : 𝑌

𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑋𝑖𝑌𝑋𝑖

𝑖−1
)

≤ |𝑀𝑖−1 |
𝑛𝑝

𝑛𝑝−1

+ 𝐼 (𝑀𝑖−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑌𝑋𝑖

𝑖−1
) .

Next, we bound the term 𝐼 (𝑀𝑖−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑌𝑋𝑖

𝑖−1
) by us-

ing the data processing inequality, the chain rule, and remove an
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independent variable from the conditioning:

𝐼 (𝑀𝑖−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑌𝑋𝑖

𝑖−1
)

≤ 𝐼 (𝑀𝑖−2𝑋𝑖−1𝑌𝑖−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑌𝑋𝑖

𝑖−1
)

= 𝐼 (𝑋𝑖−1𝑌𝑖−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑌𝑋𝑖

𝑖−1
)

+ 𝐼 (𝑀𝑖−2 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑋𝑖−1𝑌𝑖−1𝑌

𝑋𝑖

𝑖−1
)

= 0 + 𝐼 (𝑀𝑖−2 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑋𝑖−1) .

We have thus shown:

𝐼 (𝑀𝑖−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖

𝑖−1
| 𝑋𝑖 )

≤ |𝑀𝑖−1 |
𝑛𝑖

𝑛𝑖−1

+ 𝐼 (𝑀𝑖−2 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑖−1

𝑖−2
| 𝑋𝑖−1) . (9)

Using a simpler version of the same reasoning, we can show that:

𝐼 (𝑀1 : 𝑌
𝑋2

1
| 𝑋2) ≤ |𝑀1 |

𝑛2

𝑛1

. (10)

Using Equality 8 and Inequalities 9 and 10, we obtain:

𝐼 (𝑀𝑝−1 : 𝑌
𝑋2

1
. . . 𝑌

𝑋𝑝

𝑝−1
𝑋𝑝𝑌𝑝 )

≤ 𝑠

(
𝑛𝑝

𝑛𝑝−1

+
𝑛𝑝−1

𝑛𝑝−2

+ · · · + 𝑛2

𝑛1

)
=
(𝑝 − 1)𝑠

𝑛
1

𝑝−1

.

□

Finally we are ready to prove the main result of this section.

Theorem 4.7. For every 𝜖 < 0.005, the randomized one-way

communication complexity of Bit-Vector Learning(𝑝, 𝑛, 𝑘) is bounded
as follows:

𝑅→𝜖 (Bit-Vector Learning(𝑝, 𝑛, 𝑘)) ≥
(0.005𝑘 − 1)𝑛

1

𝑝−1

𝑝 − 1

= Ω(𝑘𝑛
1

𝑝−1

𝑝
) .

Proof. Let 𝑞 be the largest integer 𝑖 such that 𝑌 𝐼
𝑖
≠ 𝜖 . Recall

that by Lemma 4.3 we have 𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑍 𝐼 ) ≥ (1 − 𝜖)1.01𝑘 − 1.

However, we also obtain:

𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑍 𝐼 ) = 𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑌 𝐼
1
𝑌 𝐼

2
. . . 𝑌 𝐼

𝑞 )

= 𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑌 𝐼
1
𝑌 𝐼

2
. . . 𝑌 𝐼

𝑞−1
)

+ 𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑌 𝐼
𝑞 | 𝑌 𝐼

1
𝑌 𝐼

2
. . . 𝑌 𝐼

𝑞−1
)

≤ 𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑌 𝐼
1
𝑌 𝐼

2
. . . 𝑌 𝐼

𝑞−1
) + 𝐻 (𝑌 𝐼

𝑞 )

≤ 𝐼 (𝑀𝑝−1𝑋𝑝𝑌𝑝 : 𝑌
𝑋2

1
𝑌
𝑋3

2
. . . 𝑌

𝑋𝑝

𝑝−1
) + 𝑘

≤ (𝑝 − 1)𝑠

𝑛
1

𝑝−1

+ 𝑘 ,

where we first applied the chain rule for mutual information, then

observed that the variables 𝑌 𝐼
1
𝑌 𝐼

2
. . . 𝑌 𝐼

𝑞−1
are contained in the vari-

ables 𝑌𝑋 2

1
𝑌𝑋 3

2
. . . 𝑌

𝑋𝑝

𝑝−1
, and then invoked Lemma 4.6. This is thus

only possible if:

(1 − 𝜖)1.01𝑘 − 1 ≤ (𝑝 − 1)𝑠

𝑛
1

𝑝−1

+ 𝑘 ,

which, using 𝜖 < 0.005, implies

(0.005𝑘 − 1)𝑛
1

𝑝−1

𝑝 − 1

≤ 𝑠 .

Since we considered an arbitrary protocol Π, the result follows. □

4.5 Reduction: FEwW to Bit-Vector Learning
In this subsection, we show that a streaming algorithm for FEwW

can be used to obtain a communication protocol for Bit-Vector

Learning. The lower bound on the communication complexity of

Bit-Vector Learning thus yields a lower bound on the space require-

ments of any algorithm for FEwW.

Theorem 4.8. Let A be an 𝛼-approximation streaming algorithm

for FEwW with error probability at most 0.005 and 𝛼 =
𝑝

1.01
, for some

integer 𝑝 ≥ 2. Then A uses space at least:

Ω(𝑑𝑛
1

𝑝−1

𝛼2
) .

Proof. Given their inputs for Bit-Vector Learning(𝑝, 𝑛, 𝑘), the
𝑝 parties construct a graph

𝐺 = ( [𝑛], [2𝑘𝑝],∪𝑝
𝑖=1

𝐸𝑖 )
so that party 𝑖 holds edges 𝐸𝑖 . The edges of party 𝑖 ∈ [𝑝] are as
follows:

𝐸𝑖 = {(ℓ, 2𝑘 · (𝑖 − 1) + 2 · ( 𝑗 − 1) +𝑌 ℓ
𝑖 [ 𝑗] + 1) : ℓ ∈ 𝑋𝑖 and 𝑗 ∈ [𝑘]} .

An illustration of this construction is given in Figure 2 (the example

uses the notation 𝐵𝑖 = {2𝑘 (𝑝−1)+1, . . . , 2𝑘𝑝}). Observe that Δ = 𝑘𝑝

(the vertex in 𝑋𝑝 has such a degree).

LetA be an𝛼-approximation streaming algorithm for FEwW(𝑛,𝑑)
with 𝛼 =

𝑝
1.01

and 𝑑 = Δ = 𝑘𝑝 . Party 1 simulates algorithm A on

their edges 𝐸1 and sends the resulting memory state to party 2.

This continues until party 𝑝 completes the algorithm and outputs

a neighbourhood (𝐼 , 𝑆). We observe that every neighbour 𝑠 ∈ 𝑆

of vertex 𝐼 allows us to determine one bit of string 𝑍 𝐼
. Since the

approximation factor of A is
𝑝

1.01
, we have |𝑆 | ≥ 1.01·Δ

𝑝 = 1.01𝑘 . We

can thus predict 1.01𝑘 bits of string 𝑍 𝐼
. By Theorem 4.7, every such

protocol requires a message of length

Ω(𝑘𝑛
1

𝑝−1

𝑝
) = Ω(𝑑𝑛

1

𝑝−1

𝛼2
) ,

which implies the same space lower bound for A. □

5 UPPER BOUND FOR INSERTION-DELETION
STREAMS

In this section, we discuss our streaming algorithm for FEwW for

insertion-deletion streams.

Our algorithm is based on the combination of two sampling

strategies which both rely on the very common 𝑙0-sampling tech-

nique: An 𝑙0-sampler in insertion-deletion streams outputs a uni-

form random element from the non-zero coordinates of the vector

described by the input stream. In our setting, the input vector is of

dimension 𝑛 ·𝑚 where each coordinate indicates the presence or

absence of an edge. Jowhari et al. showed that there is an 𝑙0-sampler

that uses space𝑂 (log
2 (𝑑𝑖𝑚) log

1

𝛿
), where 𝑑𝑖𝑚 is the dimension of

the input vector, and succeeds with probability 1 − 𝛿 [26].
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Alice

𝐵1

𝑎1 𝑎2 𝑎3 𝑎4

1 0 1 0 1 0 1 0 1 0

Bob

𝐵2

𝑎1 𝑎2 𝑎3 𝑎4

1 0 1 0 1 0 1 0 1 0

Charlie

𝐵3

𝑎1 𝑎2 𝑎3 𝑎4

1 0 1 0 1 0 1 0 1 0

Figure 2: In the example instance given in Figure 1, Alice holds 𝑌 1

1
= 10010, 𝑌 2

1
= 01000, 𝑌 3

1
= 01011, and 𝑌 4

1
= 01111. For each

string 𝑌 𝑗

1
, Alice connects vertex 𝑎 𝑗 to 5 vertices, each indicating one bit of the respective bit string. For example, when reading

the labels of the 𝐵1-vertices connected to 𝑎4 from left-to-right, we obtain the bit sequence 01111 which equals 𝑌 4

1
.

In the following, we will run Õ(𝑛𝑑) 𝑙0-samplers. To ensure that

they succeed with large enough probability, we will run those sam-

plerswith𝛿 = 1

𝑛10𝑑
which yields a space requirement of𝑂 (log

2 (𝑛𝑚)·
log(𝑛𝑑)) for each sampler.

𝑙0-sampling allows us to, for example, sample uniformly at ran-

dom from all edges of the input graph or from all edges incident to

a specific vertex.

Our algorithm is as follows:

(1) Let 𝑥 = max{ 𝑛𝛼 ,
√
𝑛}

(2) Vertex Sampling: Before processing the stream, sample

a uniform random subset𝐴′ ⊆ 𝐴 of size 10𝑥 ln𝑛. For each

sampled vertex 𝑎, run 10
𝑑
𝛼 ln𝑛 𝑙0-samplers on the set of

edges incident to 𝑎. This strategy requires space Õ( 𝑥𝑑𝛼 ).

(3) Edge Sampling: Run 10
𝑛𝑑
𝛼

(
1

𝑥 +
1

𝛼

)
ln(𝑛𝑚) 𝑙0-samplers

on the stream, each producing a uniform random edge.

This strategy requires space Õ

(
𝑛𝑑
𝛼

(
1

𝑥 +
1

𝛼

))
.

(4) Output any neighbourhood of size at least
𝑑
𝛼 among the

stored edges if there is one, otherwise report fail

Algorithm 3: One-pass streaming algorithm for

insertion-deletion streams

The analysis of our algorithm relies on the following lemma,

whose proof uses standard concentration bounds and is deferred to

the appendix.

Lemma 5.1. Let 𝑦, 𝑘, 𝑛 be integers with 𝑦 ≤ 𝑘 ≤ 𝑛. Let U be a

universe of size 𝑛 and let 𝑋 ⊆ U be a subset of size 𝑘 . Further, let

𝑌 be the subset of U obtained by sampling 𝐶 ln(𝑛) 𝑛𝑦
𝑘

times from

U uniformly at random (with repetition), for some 𝐶 ≥ 4. Then,

|𝑌 ∩ 𝑋 | ≥ 𝑦 with probability 1 − 1

𝑛𝐶−3
.

We will first show that if the input graph contains enough ver-

tices of degree at least
𝑑
𝛼 , then the vertex sampling strategy suc-

ceeds.

Lemma 5.2. The vertex sampling strategy succeeds with high prob-

ability if there are at least
𝑛
𝑥 vertices of degree at least

𝑑
𝛼 .

Proof. First, we show that 𝐴′ contains a vertex of degree at

least
𝑑
𝛼 with high probability. Indeed, the probability that no node

of degree at least
𝑑
𝛼 is contained in the sample 𝐴′ is at most:( 𝑛−𝑛

𝑥

10𝑥 ln𝑛

)( 𝑛
10𝑥 ln𝑛

) =
(𝑛 − 𝑛

𝑥 )! · (𝑛 − 10𝑥 ln𝑛)!
𝑛! · (𝑛 − 𝑛

𝑥 − 10𝑥 ln𝑛)! ≤
(
𝑛 − 10𝑥 ln𝑛

𝑛

) 𝑛
𝑥

≤ exp

(
−10𝑥 ln𝑛

𝑛
· 𝑛
𝑥

)
= 𝑛−10 .

Next, suppose that there is a node 𝑎 ∈ 𝐴′ with deg(𝑎) ≥ 𝑑
𝛼 . Then,

by Lemma 5.1 sampling 10 · 𝑑𝛼 log𝑛 times uniformly at random from

the set of edges incident to 𝑎 results in at least
𝑑
𝛼 different edges

with probability at least 1 − 𝑛−7
. □

Next, we will show that if the vertex sampling strategy fails, then

the edge sampling strategy succeeds.

Lemma 5.3. The edge sampling strategy succeeds with high proba-

bility if there are at most
𝑛
𝑥 vertices of degree at least

𝑑
𝛼 .

Proof. Let Δ be the largest degree of an 𝐴-vertex. Since there

are at most
𝑛
𝑥 𝐴-vertices of degree at least 𝑑

𝛼 , the input graph has

at most |𝐸 | ≤ 𝑛
𝑥 · Δ + 𝑛 ·

𝑑
𝛼 edges. Fix now a node 𝑎 of degree Δ.

Then, by Lemma 5.1, we will sample
𝑑
𝛼 different edges incident to

𝑎 with high probability, if we sample

10 ·
|𝐸 | 𝑑𝛼
Δ

ln( |𝐸 |) ≤ 10 ·
(
𝑛𝑑

𝑥𝛼
+ 𝑛𝑑2

𝛼2Δ

)
ln( |𝐸 |)

≤ 10 · 𝑛𝑑
𝛼

(
1

𝑥
+ 1

𝛼

)
ln(𝑛 ·𝑚)

times, which matches the number of samples we take in our algo-

rithm. □

We obtain the following theorem:

Theorem 5.4. Algorithm 3 is a one-pass 𝛼-approximation stream-

ing for insertion-deletion streams that uses space Õ( 𝑑𝑛
𝛼2
) if 𝛼 ≤

√
𝑛,

and space Õ(
√
𝑛𝑑
𝛼 ) if 𝛼 >

√
𝑛, and succeeds with high probability.

Proof. Correctness of the algorithm follows from Lemmas 5.2

and 5.3. Concerning the space requirements, the algorithm uses

space Õ( 𝑥𝑑𝛼 ) + Õ( 𝑛𝑑𝛼 (
1

𝑥 +
1

𝛼 )), which simplifies to the bounds

claimed in the statement of the theorem by choosing𝑥 = max{ 𝑛𝛼 ,
√
𝑛}.
□

Using the same ideas as in the proof of Corollary 3.4, we obtain:
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Corollary 5.5. There is a O(
√
𝑛)-approximation semi-streaming

algorithm for insertion-deletion streams for Star Detection that suc-

ceeds with high probability.

6 LOWER BOUND FOR
INSERTION-DELETION STREAMS

We will give now our lower bound for FEwW in insertion-deletion

streams. To this end, we first define the two-party communica-

tion problem Augmented-Matrix-Row-Index and prove a lower

bound on its communication complexity. Finally, we argue that

an insertion-deletion streaming algorithm for FEwW can be used

to solve Augmented-Matrix-Row-Index, which yields the desired

lower bound.

6.1 The Augmented-Matrix-Row-Index
Problem

Before defining the problem of interest, we require additional nota-

tion. Let𝑀 be an 𝑛-by-𝑚 matrix. Then the 𝑖th row of𝑀 is denoted

by 𝑀𝑖 . A position (𝑖, 𝑗) is a tuple chosen from [𝑛] × [𝑚]. We will

index the matrix 𝑀 by a set of positions 𝑆 , i.e., 𝑀𝑆 , meaning the

matrix positions𝑀𝑖, 𝑗 , for every (𝑖, 𝑗) ∈ 𝑆 .
The problem Augmented-Matrix-Row-Index(𝑛,𝑚, 𝑘) is defined

as follows:

Problem 5 (Augmented-Matrix-Row-Index(𝑛,𝑚, 𝑘)). In the prob-
lem Augmented-Matrix-Row-Index, Alice holds a binary matrix 𝑋 ∈
{0, 1}𝑛×𝑚 where every 𝑋𝑖 𝑗 is a uniform random Bernoulli variable,

for some integers 𝑛,𝑚. Bob holds a uniform random index 𝐽 ∈ [𝑛]
and for each 𝑖 ≠ 𝐽 , Bob holds a uniform random subset of positions

𝑌𝑖 ⊆ {𝑖} × [𝑚] with |𝑌𝑖 | =𝑚 − 𝑘 and also knows 𝑋𝑌𝑖 . Alice sends a

message to Bob who then outputs the entire row 𝑋 𝐽 .

For ease of notation, we define 𝑌𝐼 = ⊥ and 𝑌 = 𝑌1, 𝑌2, . . . , 𝑌𝑛 . An

example instance of Augmented-Matrix-Row-Index(4, 6, 2) is given
in Figure 3.

0 1 1 1 0 0

1 1 0 0 1 0

0 0 0 0 1 0

1 0 1 0 1 0

©­­­­­«
ª®®®®®¬

0 1 1 0

1 1 0 1

0 0

0 1 0 0

©­­­­­«
ª®®®®®¬

Alice Bob𝑀

Figure 3: Example Instance of Augmented-Matrix-Row-
Index(4, 6, 2). Bob needs to output the content of row 3. Bob
knows 6 − 2 = 4 random positions in every row except row 3.

6.2 Lower Bound Proof for
Augmented-Matrix-Row-Index

We now prove a lower bound on the one-way communication

complexity of Augmented-Matrix-Row-Index(𝑛,𝑚, 𝑘). To this end,

let Π be a deterministic communication protocol for Augmented-

Matrix-Row-Index(𝑛,𝑚, 𝑘) with distributional error at most 𝜖 > 0

and denote by𝑀 the message that Alice sends to Bob.

First, we prove that the mutual information between row 𝑋 𝐽 and

Bob’s knowledge, that is 𝑀𝐽𝑌𝑋𝑌 , is large. Since the proof of the

next lemma is almost identical to Lemma 4.3 we postpone it to the

appendix:

Lemma 6.1. We have:

𝐼 (𝑋 𝐽 : 𝑀𝐽𝑌𝑋𝑌 ) ≥ (1 − 𝜖)𝑚 − 1 .

Next, we prove our communication lower bound for Augmented-

Matrix-Row-Index:

Theorem 6.2. We have:

𝑅→𝜖 (Augmented-Matrix-Row-Index(𝑛,𝑚, 𝑘)) ≥ (𝑛−1) (𝑘 −1−𝜖𝑚) .

Proof. Our goal is to bound the term 𝐼 (𝑋 : 𝑀) from below. To

this end, we partition the matrix𝑀 as follows: Let 𝑍 be all positions

that are different to row 𝐽 and the positions known to Bob, i.e., the

set 𝑌 . Then:

𝐼 (𝑋 : 𝑀) = 𝐼 (𝑋𝑌𝑋 𝐽𝑋𝑍 : 𝑀)
= 𝐼 (𝑋𝑌𝑋 𝐽 : 𝑀) + 𝐼 (𝑋𝑍 : 𝑀 | 𝑋 𝐽𝑋𝑌 )
≥ 𝐼 (𝑋𝑍 : 𝑀 | 𝑋 𝐽𝑋𝑌 ) ,

where we applied the chain rule for mutual information. For 𝑖 ≠ 𝐽 ,

let 𝑍𝑖 = ({𝑖} × [𝑚]) \ 𝑌𝑖 , i.e., the positions of row 𝑖 unknown to

Bob, and let 𝑍 𝐽 = ∅. Furthermore, let 𝐿 be a random variable that

is uniformly distributed in [𝑛] \ 𝐽 . Consider now a fixed index 𝑗 .

Then, using the chain rule for mutual information and the fact that

𝑋𝑍𝑖
and 𝑋𝑍𝑞

are independent, for every 𝑖 ≠ 𝑞, we obtain:

𝐼 (𝑋𝑍 : 𝑀 | 𝑋 𝑗𝑋𝑌 , 𝐽 = 𝑗) ≥
∑︁

𝑖∈[𝑛]\{ 𝑗 }
𝐼 (𝑋𝑍𝑖

: 𝑀 | 𝑋 𝑗𝑋𝑌 , 𝐽 = 𝑗) ,

= (𝑛 − 1) · 𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋 𝐽𝑋𝑌𝐿, 𝐽 = 𝑗) .

By combining all potential values for 𝑗 , we obtain:

𝐼 (𝑋𝑍 : 𝑀 | 𝑋 𝐽𝑋𝑌 ) ≥ (𝑛 − 1) · 𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋 𝐽𝑋𝑌𝐿) .

In the following, we will show that 𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋 𝐽𝑋𝑌𝐿) ≥

𝑘 − 1− 𝜖𝑚, which then completes the theorem. To this end, we will

relate the previous expression to the statement in Lemma 6.1, as

follows: First, let 𝑌 ′
𝐽
be𝑚 − 𝑘 uniform random positions in row 𝐽 .

Then by independence, we obtain

𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋 𝐽𝑋𝑌𝐿) ≥ 𝐼 (𝑋𝑍𝐿

: 𝑀 | 𝑋𝑌 ′
𝐽
𝑋𝑌𝐿) .

Next, denote by 𝑌 \𝑌𝐿 := 𝑌1, . . . , 𝑌𝐿−1, 𝑌𝐿+1, . . . , 𝑌𝑛 . Then, by using

the chain rule again, we obtain:

𝐼 (𝑋𝐿 : 𝑀 | 𝑋𝑌 ′
𝐽
𝑋𝑌\𝑌𝐿𝐿) = 𝐼 (𝑋𝑌𝐿𝑋𝑍𝐿

: 𝑀 | 𝑋𝑌 ′
𝐽
𝑋𝑌\𝑌𝐿𝐿)

= 𝐼 (𝑋𝑌𝐿 : 𝑀 | 𝑋𝑌 ′
𝐽
𝑋𝑌\𝑌𝐿𝐿)

+ 𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋𝑌 ′

𝐽
𝑋𝑌𝐿)

≤ 𝐻 (𝑋𝑌𝐿 ) + 𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋𝑌 ′

𝐽
𝑋𝑌𝐿)

≤ (𝑚 − 𝑘) + 𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋𝑌 ′

𝐽
𝑋𝑌𝐿) .

Last, it remains to argue that 𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋𝑌 ′

𝐽
𝑋𝑌\𝑌𝐿𝐿) is equiva-

lent to 𝐼 (𝑋𝑍 𝐽
: 𝑀 | 𝐽𝑌𝑋𝑌 ). Indeed, first observe that 𝐿 is chosen

uniformly at random from [𝑛] \ 𝐽 , which is equivalent to a value

chosen uniformly at random from [𝑛] since 𝐽 is itself a uniform

random value in [𝑛]. Observe further that the conditioning is also
equivalent: both 𝑋𝑌 ′

𝐽
𝑋𝑌\𝑌𝐿 and 𝑋𝑌 reveal𝑚 − 𝑘 uniform random
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positions of each row different to row 𝐿 and 𝐽 , respectively. Hence,

using Lemma 6.1 we obtain:

𝐼 (𝑋𝑍𝐿
: 𝑀 | 𝑋𝑌 ′

𝐽
𝑋𝑌𝐿) ≥ 𝐼 (𝑋𝐿 : 𝑀 | 𝑋𝑌 ′

𝐽
𝑋𝑌\𝑌𝐿𝐿) − (𝑚 − 𝑘)

≥ (1 − 𝜖)𝑚 − 1 − (𝑚 − 𝑘) = 𝑘 − 1 − 𝜖𝑚 .

We have thus shown that 𝐼 (𝑋 : 𝑀) ≥ (𝑛 − 1) (𝑘 − 1 − 𝜖𝑚). The
result then follows, since 𝐼 (𝑋 : 𝑀) ≤ 𝐻 (𝑀) ≤ |𝑀 |. □

6.3 Reduction: FEwW to
Augmented-Matrix-Row-Index

Lemma 6.3. LetA be an𝛼-approximation insertion-deletion stream-

ing algorithm for FEwW(𝑛,𝑑) with space 𝑠 that fails with probabil-

ity at most 𝛿 . Then there is a one-way communication protocol for

Augmented-Matrix-Row-Index(𝑛, 2𝑑, 𝑑𝛼 − 1) with message size

𝑂 (𝑠 · 𝛼 · log𝑛)

that fails with probability at most 𝛿 + 𝑛−10
.

Proof. We will show how algorithm A can be used to solve

Augmented-Matrix-Row-Index(𝑛, 2𝑑, 𝑑𝛼 − 1). Assume from now on

that the number of 1s in row 𝐽 of matrix 𝑋 is at least 𝑑 . We will

argue later what to do if this is not the case. Alice and Bob repeat

the following protocol Θ(𝛼 log𝑛) times in parallel:

First, Alice and Bob use public randomness to chose 𝑛 permu-

tations 𝜋𝑖 : [2𝑑] → [2𝑑] at random and permute the elements of

each row 𝑖 independently using 𝜋𝑖 . Observe that this operation does

not change the number of 1s in each row. Let 𝑋 ′ be the permuted

matrix. Then, Alice and Bob interpret the matrix 𝑋 ′ as the adja-
cency matrix of a bipartite graph, where Bob’s knowledge about

𝑋 ′ is treated as edge deletions. Under the assumption that row 𝐽

contains at least 𝑑 1s, and since none of the elements of row 𝐽 are

deleted by Bob’s input, we have a valid instance for FEwW(𝑛,𝑑).
Alice then runs A on the graph obtained from 𝑋 ′ and sends the

resulting memory state to Bob. Bob then continues A on his input

and outputs a neighbourhood of size at least
𝑑
𝛼 . Observe that after

Bob’s deletions, every row except row 𝐽 contains at most
𝑑
𝛼 − 1 1s,

which implies that A reports a neighbourhood rooted at 𝐴-vertex

𝐽 (the vertex that corresponds to row 𝐽 ). Bob thus learns at least 𝑑
𝛼

positions of row 𝐽 where the matrix𝑋 ′ is 1. Bob then applies (𝜋 𝐽 )−1

and thus learns at least
𝑑
𝛼 positions of row 𝐽 of matrix 𝑋 where

the value is 1. Observe that since the permutation 𝜋 𝐽 was chosen

uniformly at random, the probability that a specific position with

value 1 in row 𝐽 of matrix 𝑋 is learnt by the algorithm is at least

𝑑/𝛼
2𝑑

= 1

2𝛼 . Applying concentration bounds, since the protocol is

repeatedΘ(𝛼 · log𝑛) times (whereΘ hides a large enough constant),

we learn all 1s in row 𝐽 with probability 1 − 𝑛−10
and thus have

solved Augmented-Matrix-Row-Index(𝑛, 2𝑑, 𝑑𝛼 − 1).
It remains to address the case when row 𝐽 contains fewer than

𝑑 1s. To address this case, Alice and Bob simultaneously run the

algorithm mentioned above on the matrix obtained by inverting

every bit, which allows them to learn all positions in row 𝐽 where

the matrix 𝑋 is 0. Finally, Bob can easily decide in which of the two

cases they are: If row 𝐽 contained at most 𝑑 − 1 1s then the strategy

without inverting the input would therefore report at most 𝑑 − 1

1s. □

Theorem 6.4. Every 𝛼-approximation insertion-deletion stream-

ing algorithm for FEwW(𝑛,𝑑) that fails with probability 𝛿 ≤ 1

2𝑑

requires space Ω
(

𝑛𝑑
𝛼2

log𝑛
)
)
.

Proof. Let A be a streaming algorithm as in the description of

this theorem. Then, by Lemma 6.3, there is a one-way communica-

tion protocol for Augmented-Matrix-Row-Index(𝑛, 2𝑑, 𝑑𝛼 − 1) that
succeeds with probability 𝛿 +𝑛−10

and communicates O(𝑠 · 𝛼 log𝑛)
bits. Then, by Theorem 6.2, we have:

𝑠 · 𝛼 log𝑛 = Ω

(
(𝑛 − 1) ( 𝑑

𝛼
− 2 − (𝛿 + 𝑛−10)2𝑑

)
= Ω

(
𝑛𝑑

𝛼

)
,

which implies

𝑠 = Ω

(
𝑛𝑑

𝛼2
log𝑛

)
.

□
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A SAMPLING LEMMA
Lemma 5.1. Let 𝑦, 𝑘, 𝑛 be integers with 𝑦 ≤ 𝑘 ≤ 𝑛. Let U be a

universe of size 𝑛 and let 𝑋 ⊆ U be a subset of size 𝑘 . Further, let

𝑌 be the subset of U obtained by sampling 𝐶 ln(𝑛) 𝑛𝑦
𝑘

times from

U uniformly at random (with repetition), for some 𝐶 ≥ 4. Then,

|𝑌 ∩ 𝑋 | ≥ 𝑦 with probability 1 − 1

𝑛𝐶−3
.

Proof. Let 𝑡𝑖 be the expected number of samples it takes to

sample an item from 𝑋 that has not been sampled previously, given

that 𝑖 − 1 items from 𝑋 have already been sampled. The probability

of sampling a new item given that 𝑖 − 1 items have already been

sampled is 𝑝𝑖 =
𝑘−(𝑖−1)

𝑛 , which implies that 𝑡𝑖 = 1

𝑝𝑖
= 𝑛

𝑘−(𝑖−1) .
Thus, the expected number 𝜇 of samples required to sample at least

𝑦 different items is therefore:

𝜇 :=

𝑦∑︁
𝑖=1

𝑡𝑖 =

𝑦∑︁
𝑖=1

𝑛

𝑘 − (𝑖 − 1) = 𝑛 · (𝐻𝑘 − 𝐻𝑘−𝑦) = 𝑛 · 𝐻 ,

where 𝐻𝑖 is the 𝑖-th Harmonic number and 𝐻 = 𝐻𝑘 − 𝐻𝑘−𝑦 . We

consider two cases:

Suppose first that 𝑦 ≥ 𝑘
2
. Then, we use the approximation 𝑛 ≤

𝜇 ≤ 𝑛 ln(𝑘). By a Chernoff bound, the probability that more than

𝐶 ln(𝑛) 𝑛𝑦
𝑘
≥ 𝐶

2
𝑛 ln(𝑛) samples are needed is at most

exp

(
−
(𝐶

2
− 1)2

2 + 𝐶
2
− 1

𝑛

)
≤ exp

(
−1

2

𝑛

)
.

Next, suppose that 𝑦 < 𝑘
2
. Then, we use the (crude) approxima-

tions 1 ≤ 𝜇 ≤ 𝑛𝑦

𝑘
. By a Chernoff bound, the probability that more

than 𝐶 ln(𝑛) 𝑛𝑦
𝑘

samples are needed is at most:

exp

(
− (𝐶 − 1)2 ln(𝑛)2

2 + (𝐶 − 1) ln𝑛

)
≤ 𝑛−𝐶+3 .

□

B MISSING PROOF: INSERTION-DELETION
STREAM LOWER BOUND

Lemma 6.1 We have:

𝐼 (𝑋 𝐽 : 𝑀𝐽𝑌𝑋𝑌 ) ≥ (1 − 𝜖)𝑚 − 1 .
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Proof. Let 𝑂𝑢𝑡 be the output produced by the protocol for

Augmented-Matrix-Row-Index.Wewill first bound the term 𝐼 (𝑂𝑢𝑡 :

𝑋 𝐽 ) = 𝐻 (𝑋 𝐽 ) −𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡). To this end, let 𝐸 be the indicator ran-

dom variable of the event that the protocol errs. Then, P[𝐸 = 1] ≤ 𝜖 .

We have:

𝐻 (𝐸,𝑋 𝐽 | 𝑂𝑢𝑡) = 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡) + 𝐻 (𝐸 | 𝑂𝑢𝑡, 𝑋 𝐽 ) = 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡) ,
(11)

where we used the chain rule for entropy and the observation that

𝐻 (𝐸 | 𝑂𝑢𝑡, 𝑋 𝐽 ) = 0 since 𝐸 is fully determined by 𝑂𝑢𝑡 and 𝑋 𝐽 .

Furthermore,

𝐻 (𝐸,𝑋 𝐽 | 𝑂𝑢𝑡) = 𝐻 (𝐸 | 𝑂𝑢𝑡) + 𝐻 (𝑋 𝐽 | 𝐸,𝑂𝑢𝑡)
≤ 1 + 𝐻 (𝑋 𝐽 | 𝐸,𝑂𝑢𝑡) , (12)

using the chain rule for entropy and the bound 𝐻 (𝐸 | 𝑂𝑢𝑡) ≤
𝐻 (𝐸) ≤ 1. From Inequalities 11 and 12 we obtain:

𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡) ≤ 1 + 𝐻 (𝑋 𝐽 | 𝐸,𝑂𝑢𝑡) . (13)

Next, we bound the term 𝐻 (𝑋 𝐽 | 𝐸,𝑂𝑢𝑡) as follows:
𝐻 (𝑋 𝐽 | 𝐸,𝑂𝑢𝑡) = P [𝐸 = 0] 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡, 𝐸 = 0)

+ P [𝐸 = 1] 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡, 𝐸 = 1) . (14)

Concerning the term 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡, 𝐸 = 0), since no error occurs,

𝑂𝑢𝑡 determines 𝑋 𝐽 . We thus have that 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡, 𝐸 = 0) = 0.

We bound the term 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡, 𝐸 = 1) by 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡, 𝐸 = 1) ≤
𝐻 (𝑋 𝐽 ) = 𝑚 (since conditioning can only decrease entropy). The

quantity 𝐻 (𝑋 𝐽 | 𝐸,𝑂𝑢𝑡) can thus be bounded as follows:

𝐻 (𝑋 𝐽 | 𝐸,𝑂𝑢𝑡) ≤ (1 − 𝜖) · 0 + 𝜖𝐻 (𝑋 𝐽 ) = 𝜖𝐻 (𝑋 𝐽 ) . (15)

Next, using Inequalities 13 and 15, we thus obtain:

𝐼 (𝑂𝑢𝑡 : 𝑋 𝐽 ) = 𝐻 (𝑋 𝐽 ) − 𝐻 (𝑋 𝐽 | 𝑂𝑢𝑡)
≥ 𝐻 (𝑋 𝐽 ) − 1 − 𝐻 (𝑋 𝐽 | 𝐸,𝑂𝑢𝑡)
≥ 𝐻 (𝑋 𝐽 ) − 1 − 𝜖𝐻 (𝑋 𝐽 )
= (1 − 𝜖)𝐻 (𝑋 𝐽 ) − 1 = (1 − 𝜖)𝑚 − 1 .

Last, observe that 𝑂𝑢𝑡 is a function of 𝑀, 𝐽 , 𝑌 and 𝑋𝑌 . The result

then follows from the data processing inequality. □
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